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Sabina Leonelli

Abstract The introduction discusses the idea of data journeys and its characteris-
tics as an investigative tool and theoretical framework for this volume and broader 
scholarship on data. Building on a relational and historicized understanding of data 
as lineages, it reflects on the methodological and conceptual challenges involved in 
mapping, analyzing and comparing the production, movement and use of data 
within and across research fields and approaches, and the strategies developed to 
cope with such difficulties. The introduction then provides an overview of signifi-
cant variation among data practices in different research areas that emerge from the 
analyses of data journeys garnered in this volume. In closing, it discusses the sig-
nificance of this approach towards addressing the challenges raised by data-centric 
science and the emergence of big and open data.

1  Introduction: Data Movement and Epistemic Diversity

Digital access to data and the development of automated tools for data mining are 
widely seen to have revolutionized research methods and ways of doing research. 
The idea that knowledge can be produced primarily by sifting through existing data, 
rather than by formulating and testing hypotheses, is far from novel; and yet, 
developments in information technology and in the financing, institutionalisation and 
marketization of data are making “data-intensive” approaches more prominent than 
ever before in the history of science. This is perhaps most blatant in the emphasis 
placed by both the public and private sectors on the production and exploitation of 
“big” and “open” data – in other words, on the creation, dissemination and aggregation 
of vast datasets to facilitate their re-purposing for as wide a range of goals as possible.1

1 As exemplified by the Open Science and Innovation policy of the European Commission 
(European Commission 2016).
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The promise of big and open data is tied to two key factors. One is their mobility: 
the value of data as prospective evidence increases the more they travel across sites, 
since this makes it possible for people with diverse expertise, interests and skills to 
probe the data and consider whether they yield useful insight into their ongoing 
inquiries.2 The other is their interoperability, that is the extent to which they can be 
linked to other types of data coming from a variety of diverse sources.3 It is through 
linkage techniques and tools that data become part of big data aggregates, which in 
turn function as empirical platforms to explore novel correlations, power machine 
learning algorithms and ask ambitious and innovative questions.

This volume interrogates the conditions for data movement, and the ways in 
which data mobility and interoperability can be achieved, from the viewpoint of the 
history, philosophy and social studies of science. What is already clear from the 
growing scholarship on data is that this requires enormous resources, apposite tech-
nologies and methods, and high levels of human ingenuity - which is why in the 
world of research as in many other parts of society, online databases, data visualiza-
tion tools and data analytics have become indispensable to any form of research and 
innovation.4 This insight runs counter the hyped public discourse around the sup-
posedly intrinsic power of big data and the related expectation that, given a lot of 
data, useful and reliable discoveries would follow. And yet, even recognising that 
mobilizing data requires resources is not enough to understand how they can be 
effectively used as sources of evidence. Stocking up on skills and tools from data 
science, information technology and computer engineering does not suffice for 
knowledge production. The critical issue is how to merge such expertise and solu-
tions with existing domain-specific knowledge embedded in evolving social con-
texts, thus developing methods that carefully and creatively tailor data-intensive 
approaches to the study of specific targets and the achievement of given goals. In 
other words, transforming data into knowledge requires more than some generalist 
algorithms, clustering methods, robust infrastructure and/or clever apps: it is a mat-
ter of adapting (and sometimes creating) mathematical and computational tools to 
match the ever-changing characteristics of the research targets, methods and 
communities in question – including their political and economic context.

To highlight this, the volume brings together in-depth case studies that document 
the motivations and characteristics of the existing variety of data practices across 

2 Data mobility has been associated to the rise of a “fourth revolution” in knowledge production 
that is affecting all aspects of society (Hey et al. 2009; Kitchin 2014; Wouters et al. 2013; Floridi 
2011). I argued that extensive data mobility is a defining characteristic of data-centric science, 
which also captures the historical novelty of this approach to data (Leonelli 2016).
3 This is widely recognized in data science itself, where interoperability is viewed as one of the four 
crucial challenges to so-called “FAIR” data (that is, data which are “findable, accessible, interoper-
able and reusable”; Wilkinson et al. 2016). See also extensive ethnographic research on interoper-
ability conditions by Christine Borgman and collaborators (e.g. Edwards et al. 2011; Borgman 
2015) and the Exeter data studies group (e.g. Leonelli 2012; Tempini and Leonelli 2018), among 
others.
4 See for example the inaugural issue of the Harvard Data Science Review (Meng 2019), in which 
these factors are all highlighted as integral components of data science.
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research fields, locations, projects, objectives and lines of inquiry. This provides 
readers with insight into the salient circumstances affecting data interpretation, be 
they scientific, technological, political and/or social  – and thus with concrete 
grounding to consider how such variety originates, how it affects whether and how 
data are moved and re-used, and with which implications for the knowledge being 
generated – and its social roles.

Data production and use within different areas of research have long been defined 
by highly distinctive histories, methods, objects, materials, aims and technologies. 
Such diversity is a key challenge to any attempt to articulate the general character-
istics and implications of data-intensive science, and indeed there is arguably no 
single characterisation that can fit all the different ways of working subsumed under 
that umbrella. Leading research organisations, science academies and science pol-
icy bodies have repeatedly argued that when it comes to data practices, “one size 
does not fit all” and it is thus damaging to apply the same guidelines and standards 
for data management across different fields, research situations and long-standing 
traditions.5 In a similar vein, historians have documented various forms of big data 
production and interpretation across space, time and disciplinary boundaries6; and 
researchers in the social and information sciences have documented the diverse eco-
systems underpinning research in biology, biomedicine, physics, astronomy and the 
social, environmental and climate sciences – and pointed to differences in data types 
and standards, preferred instruments, norms and interests as having an enormous 
impact on the effectiveness of strategies to analyse large datasets brought together 
from different sources.7

How does such diversity affect the conditions under which data are processed 
and disseminated for re-use across different research environments? This is the 
question at the heart of this volume. Answering this question implies, first of all, 
understanding how data practices (ranging from the design of data collection to data 
processing and interpretation) adapt to specific situations, while also arching back 
to long-standing methodological traditions and norms. It also involves understand-
ing how data actually move from one setting to another, what it takes for that move-
ment to occur and what conceptual, material and social constraints it is subject to. 
Such understanding is particularly relevant in our age of distributed global net-
works, multidisciplinary collaboration and Open Science, where the pooling and 
linking of data coming from different fields, topics and sources constitutes at once 
a tantalising opportunity and a significant challenge. Without the ability to track 
how data change themselves and their environment as they move across contexts, it 
is impossible to strategize, innovate or even just document data practices and their 

5 See for instance the OECD (2007), Boulton et al (2012), the Global Young Academy (2016), the 
Open Science Policy Platform (2018) and the European Commission (2017). The whole working 
agenda of the Research Data Alliance is also based around the recognition of field-specific data 
requirements. I have discussed the epistemic foundations for this view in Leonelli (2016).
6 For instance see Blair (2010), Aronova et al. (2018), Daston (2017).
7 Among prominent contributors: Geoff Bowker (1994 and subsequent works), Paul Edwards 
(2010), Rob Kitchin (2014), Borgman (2015).
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effects – also making it hard to assign responsibility for mistakes, misunderstand-
ings or wilful deceptions in the use of data as evidence for decision-making.

Tracking data movements and explaining their direction and implications cannot 
be done solely through quantitative methods. Bibliographic analyses are of limited 
use since the vast majority of researchers, despite grounding their research on the 
consultation of databases, are not in the habit of documenting their searches or cite 
their data sources with precision when writing up results. The re-use of data is most 
commonly acknowledged in the form of a citation to a journal article providing a 
specific interpretation of the data. Where data are sourced from a repository rather 
than a published paper, citation is less reliable (also because some repositories do 
not provide stable identifiers for their datasets, so data users would cite the whole 
repository rather than the specific entry of interest); and the pivotal role played by 
data infrastructures in facilitating the re-use of data remains largely hidden.8 
Moreover, the number of infrastructures, technologies and standardisation tools 
developed to process and mobilise data is growing exponentially, generating vast 
and interdependent networks of resources which are extremely hard to map and 
describe even for the practitioners involved. One of the reasons for this growth is the 
insistence by researchers working within different traditions to tailor their data prac-
tices and related tools as closely as possible to their existing methods and commit-
ments. This requirement makes sense given that such methods and commitments 
have been adapted over centuries to the study of the specific characteristics of phe-
nomena of interest, and yet makes it difficult for researchers to agree on common 
standards and norms. This reluctance, coupled with a project-driven, short-term 
funding system, encourages an uncontrollable and unsustainable proliferation of 
resources for the management and analysis of data, with hundreds of databases 
emerging every year in relation to the same research field. As is often the case when 
scores of information resources haphazardly multiply and intersect, this prolifera-
tion results in obfuscation: each tool for data mobilisation becomes a black-box 
whose effects on the wider landscape are impossible to quantify without a thorough 
qualitative assessment.9 The expanding network of variously interlocked data 
resources and infrastructures is thus not only hard to trace, but opaque in its impact 
on knowledge generation.

The investigative approach used in this volume builds on extensive research on 
the history of different fields, the qualitative study of the practices and ethos charac-
terising the research communities in question, and consideration of how such his-
tory affects: (1) the norms, strategies and behaviours utilized when collecting, 
sharing and processing data, including measuring frameworks and specific instru-
ments and skills; and thus (2) the outputs of research, which may include knowledge 
claims but also technologies, methods and forms of intervention. Through the in- 
depth investigation of case studies, we follow different stages of data movements, 

8 This has made it very difficult to quantify the impact of data infrastructure on research, and thus 
their value (Bastow and Leonelli 2010; Pasquetto et al. 2017).
9 For detailed studies on this phenomenon, see Mongilli and Pellegrino (2014), Pasquale (2015), 
Egyedi and Mehos (2015), Ebeling (2016), Leonelli (2018a).
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ranging from the planning that precedes data production to various ways in which 
data are mobilised and re-purposed, often with the goal of providing “actionable” 
knowledge. The volume as a whole constitutes a (undoubtedly partial, yet rich) 
sample of the variety of data practices to be found in different portions of the 
research world. At the same time, the volume exemplifies a coherent overarching 
approach to the investigation of data movements and their implications, which is 
ideally suited to analysing the diverse conditions under which data are handled, 
understanding the reasons underpinning such diversity, and identifying nodes of 
difference and similarity in ways that can help develop best practice. This approach, 
which we call the study of “data journeys”, is what this introductory chapter aims to 
systematically review and articulate.

To this aim, this chapter is structured as follows. I first discuss the very notion of 
data and provide a conceptualisation of data epistemology that proves particularly 
suitable to the emphasis on data mobility and interoperability: the historicized and 
relational view of data as lineages (Sect. 1). I then discuss the idea of data journey 
both as a way of theorising data movement and as a methodological tool to investi-
gate it (Sect. 2). I emphasise how data movements often transcend institutional 
boundaries and evade – or even reshape -- traditional conceptions of division of 
labour in science, thus making categories such as ‘disciplines’ and ‘research fields’ 
descriptively and normatively inadequate. The fluid nature of data journeys makes 
them challenging to identify and reconstruct, and yet it is the very opportunity to 
articulate and explicitly tackle those challenges that makes data journeys into useful 
units of analysis to map and compare the situations and sets of practices through 
which data are mobilised and used (Sect. 3). As a demonstration, I reflect on some 
significant differences and similarities among data practices that emerge from the 
analyses of data journeys garnered in this volume (Sect. 4). In closing, I discuss the 
significance of this approach towards addressing the scientific, political, economic 
and social challenges raised by data-centric science and the emergence of big data. 
This body of work does not sit easily with the current political and economic push 
towards universal adoption of big and open data as motors of research and innova-
tion (Srnicek 2017, Mirowski 2018). Recognizing the diversity of data journeys and 
related practices explains the difficulties involved in governing and standardizing 
big and open data, and highlights the considerable resources and the breadth of 
expertise involved in re-using data in ways that are sustainable, reliable and 
trustworthy.

2  Mutability and Portability: Data as Lineages

When attempting to define what data are and how they contribute to the production 
of knowledge, reference to the Latin etymology of the term ‘datum’ - meaning “that 
which is given” - is unavoidable. This volume takes one aspect of this etymology 
very seriously: the reference to the public life of data as objects that can be physi-
cally moved and passed around (whether through digital or analogue means), so as 
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to be subject to scrutiny by people other than those involved in their creation. Data 
are mobile entities, and their mobility defines their epistemic role. Hence, for any 
object to be identified and recognised as datum, it needs to be portable.

This is not a new position. An early proponent was Bruno Latour in his seminal 
discussion of how data produced during fieldwork are subsequently circulated (Latour 
1999). Latour, however, added that while data are defined by their mobility, their epis-
temic power derives from their immutability - their capacity to stay the same and thus 
to be taken as a faithful and stable document of the specific moment, place and envi-
ronment in which they were created. In this interpretation, data are static products of 
one-off interactions between investigators and/or the parts of the world under investi-
gation: while phenomena change over time, the data that document them are fixed.

This volume was born of a different premise: that this impression of fixity, often 
associated to the idea of data as “given”, is highly misleading. In virtually all of the 
cases discussed in this volume, data are everything but stable objects ready for use. 
What makes data so powerful as sources of evidence is rather their mutability: the 
multiple ways in which they are transformed and modified to fit different uses as 
they travel across space, time and social situations. In order to serve their evidential 
function, data need to be adapted to the various forms of storage, dissemination and 
re-use over time and space to which they are subjected. Hence the mobility of data 
depends on their capacity to adapt to different landscapes and enter unforeseen 
spaces. As they travel around, data undergo frequent modification to fit their new 
environments. They acquire or shed components, merge with other data, shift shape 
and labels, change vehicles and companions, and such transformations prove essen-
tial to their usability by different audiences and purposes. As Mary Morgan (2010) 
noted in relation to the travels of facts, data are therefore best viewed as mutable 
mobiles. The more they travel, the more they shift shape to suit their new circum-
stances, and as a result prove tractable and effective in serving new goals.

This conceptualisation of data immediately poses a series of conceptual and 
methodological problems. Do data retain some integrity while they travel? How do 
we make sense of data as objects that remain identifiable while changing character-
istics, shape and format throughout their journeys? And when do data cease to be 
data and become something else? The chapters of this volume answer these ques-
tions in the form of stories of data birth, regeneration, loss and even death. These 
stories highlight the extent to which what is used as data by a given group at a given 
moment in time and space may not retain that function at a later time, either because 
the group shifts attention to other objects as sources of evidence or because the 
journey to new research situations fails.

One way to frame these stories and their significance for data epistemology is to 
adopt a relational view of data, within which the power to represent and thus docu-
ment specific aspects of the world is not intrinsic to data in and of themselves, but 
rather derives from situated ways of in which data are handled (such as specific 
forms of modelling and interpretation).10 This is not to say that the physical features 

10 I discuss the relational view of data in detail in Leonelli (2016, 2018a).
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of data objects – what colour and consistence they are, what marks they bear, and 
perhaps most crucially, whether or not they resemble (and in which respects) given 
aspects of the world – do not matter. Quite the opposite: the material properties of 
data as objects play a pivotal role in enabling and constraining specific practices of 
assemblage, dissemination and interpretation. And yet, they are not the only con-
straint on modelling and theorising. Other significant factors include the technolo-
gies, materials, social settings and institutions involved in facilitating or impeding 
data travel. For example, the photograph of a child has physical properties that make 
it a potentially useful source of evidence in a study of human physical development, 
but this potential can only be realised under a series of conditions that include: the 
availability of comparable data (say pictures of other children, pictures of the same 
child at different times, or other types of data on the child such as her height and 
family history); the extent to which the resolution and format of the photograph fit 
the requirement imposed by the computational tools used in the analysis; and the 
opportunity to access relevant metadata (such as the age and location of the child, 
which however constitute sensitive data whose circulation and use are strictly regu-
lated). What data can be evidence for - what representational value is ascribed to 
them - thus depends on their concrete characteristics at the time of analysis as well 
as the specific situation in which data are being examined.

The relational view of data makes them into historical entities which – much like 
organic beings – evolve and change as their life unfolds and merges with elements 
of their environment. Building on this biological metaphor, I propose to conceptual-
ize data as lineages: not static objects whose significance and evidential value are 
fixed, but objects that need to be transformed in order to travel and be re-used for 
new goals. The metaphor may appear to break down when observing that the plas-
ticity of organisms and their ability to adapt to new environment are essential condi-
tions for their survival, while data seem perfectly able to live a long life without 
requiring any modification. Typical examples are the contents of archives, musea, 
repositories and other establishments whose goal is often understood to consist of 
the long-term preservation of artefacts in their original state. In response to this 
objection, my contention is that what these establishments preserve are not data, but 
rather objects which may or may not be used as data (or data sources); and that as 
soon as the effort is made to use such objects as data or acquire data from them (for 
example, through measurement), they are at least minimally modified to fit the ever- 
evolving physical environments and research cultures within which they are valued 
and interpreted.11 Using an archaeological artefact or an organic specimen as datum 
and/or data source, for instance, may involve touching it and moving it around – 
operations that are likely to affect the object itself, particularly if it is fragile and/or 

11 A very significant difference between data and organisms may consist of the locus of agency, 
with data depending on the agency of humans for their “evolution” as components of inquiry, while 
organisms arguably possess some degree of self-organisation. This introduction is no place for a 
lengthy exploration of these ideas, which are the subject of a manuscript in preparation by Leonelli 
and John Dupré.
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very old, and be conducted differently depending on what instruments researchers 
are using to document the characteristics of the object.12

Thus again, the use of objects as data requires portability and mobility, which in 
turn beget mutability - for instance when exposing data to new technologies, bring-
ing them to new user communities, and articulating how they may fit new strands of 
inferential reasoning. The archaeological artefacts discussed by Alison Wylie are a 
perfect case in point, with her chapter illustrating how the ways in which these 
materials are manipulated – and traces are extracted from them – changes in parallel 
to shifting conceptual, institutional and technological contexts of analysis. Both her 
case and the case of art authentication discussed by Coopmans and Rappert power-
fully show how the very value of artefacts as data sources depends on mobilisation 
and transformation, since if complete consensus was reached on what exactly these 
objects represent, there would be no incentive to continue to use them as part of a 
line of inquiry.

By the same token, several chapters in the volume demonstrate the enormous 
efforts and resources involved in keeping data objects and their evidential value 
stable over time – from the development and updating of standards and classifica-
tory categories, as discussed by Edmund Ramsden in the case of data about housing 
and Jean-Paul Gaudillière and Camille Gasnier in relation to health data, to the 
development of consensus around the interpretive commitments used in data infra-
structures (e.g. the biomedical “knowledgebases” analysed by Alberto Cambrosio 
and colleagues) and the establishment of benchmarks and practices through which 
data uses can be documented and assessed, as described by Wendy Parker for 
weather data and Götz Hoeppe for astronomical observations. It is no coincidence 
that what Cambrosio and colleagues document is the gradual disappearance of data 
from clinical spaces in favour of established, situated interpretations of those data. 
Within knowledgebases, the question of what makes data such in relation to any one 
clinical situation is eschewed in favour of a more practical and actionable reference 
to agreed interpretative claims.

While other conceptualisations of data may well fit the study of data journeys,13 
the relational view of data as lineages does in my view illustrate the significance of 
focusing on data movements to understand the role and status of data within 
research. This approach shifts analysts’ attention towards understanding what 
makes data more or less stable and usable, the epistemic – but also affective, insti-
tutional, financial, social - value imputed to the objects used as data across different 
situations of inquiry, and the extent to which such objects retain or lose integrity and 
material properties. It thus challenges facile understandings of data as the “raw” 
materials of science, which have long been critiqued within philosophy and the 
social sciences,14 and yet remain attractive to those who like to understand the 

12 See for example Wylie (2002) and Shavit and Griesemer (2011).
13 Another useful conceptualization, which also emphasizes the significance of studying data as 
mobile and mutable objects but places emphasis on the socio-material rather than the conceptual 
conditions of travel, is that proposed by Bates et al. (2016).
14 As epitomized by the effectively titled book edited by Lisa Gitelman (2013), Raw Data is an 
Oxymoron, and recalled by Helen Longino, a prominent participant in these debates, in the after-
word of this volume.
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research process as a straightforward accumulation of facts. All the contributions to 
this volume exemplify how using data as evidence is everything but straightforward, 
and sophisticated methods, resources and skills are required to guarantee the 
reliability of the empirical grounds on which knowledge is built.

3  Data Journeys as Units of Analysis

Data journeys can be broadly defined as designating the movement of data from 
their production site to many other sites in which they are processed, mobilised and 
re-purposed. “Sites” in this definition do not need to refer to geographical locations, 
though this is often the case: they also encompass temporal locations and diverse 
viewpoints (whether motivated by different theoretical commitments, expertise and 
know-how, or by political, social and ethical views).

As a conceptualisation of the research process, the idea of data journeys is a 
direct counterpoint to the distinction between “hypothesis-driven” and “data- 
driven” modes of research. Data journeys provide a framework within which to 
identify and investigate the various ways in which theoretical expectations shape the 
travel of data and the various vehicles and resources used to support that travel, 
regardless of whether the data were originally generated to test a given hypothesis. 
Indeed, focusing on data journeys facilitates the identification and exploration of 
data movements regardless of whether they are part of the same line of inquiry or 
methodological approach. Data produced to test a hypothesis are no less likely to 
travel than data produced for explorative purposes: in both cases, the data are tied to 
a specific frame of analysis (whether this is conceptual, as in the case of a given 
hypothesis, or methodological, as in the case of the tools used to collect and/or gen-
erate data), and work is required to move them away and beyond that frame. The 
chapter by Teira and Tempini discusses how data produced by a randomised clinical 
trial – the posterchild for hypothesis-driven research – do not typically travel beyond 
the trial itself unless legal protection of patient confidentiality and the commercial 
sensitivity of the data is in place, as well as institutions and infrastructures to curate 
the data appropriately (see also Tempini and Leonelli 2018). The difficulties 
involved in pharmaceutical data journeys become evident when attempting to merge 
such data with electronic health records gathered for goals different than that of test-
ing. Focusing instead on data whose very history exemplifies the practice of data 
collection without a predetermined target, James Griesemer demonstrates how the 
circulation and appropriate mining of the outputs of sequencing experiments also 
requires the adoption of a complex set of strategies and resources.15

Indeed, the metaphor of the “journey” is powerful because, just like many human 
journeys, data journeys are enabled by infrastructures and social agency to various 

15 The very history of the development of institutional and technological means for sharing 
sequencing data within and beyond biology illustrates this well (see for example Stevens 2013, 
Hilgartner 2017 and Maxson et al. 2018).
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degrees and are not always, or even frequently, smooth.16 A useful way to think 
through the significance of adopting this metaphor is to consider what it can mean 
for journeys to be successful. Sometimes journeys are perceived as successful when 
they consist of an item or person following a given itinerary towards a pre-selected 
point of arrival, by means of existing vehicles and infrastructures. In this interpreta-
tion, successful journeys will require meticulous planning and/or dependable and 
easily accessible infrastructures, which can secure the pathways through which data 
can be displaced (much in the same way as humans managing a business trip with-
out complications by travelling a well-serviced highway in a dependable car). Well- 
established and meticulously curated databases, such the biological ones discussed 
by William Bechtel in his chapter, can sometimes serve as such predictable, con-
trolled travelling tools.

In other cases, the success of a journey will not depend on adherence to an itiner-
ary or even a pre-determined destination, but rather on: the effects of the journey on 
its protagonists and/or their surroundings; the ability of a given vehicle to mobilise 
data in the first place; the extent to which data are welcomed and used in new envi-
ronments; and/or the degree to which the purpose and destination of the journey 
changes en route. This is an interpretation of the idea of journey that relates less to 
physical displacement and more to intellectual development and learning, whereby 
one travels to explore, discover and “find meaning”. Rachel Ankeny’s discussion of 
the construction of medical case reports is a good example of the hopes and uncer-
tainties built into developing vehicles for data, in a situation where the future uses 
and potential itineraries of such reports (and thus what counts as data within them) 
are largely unpredictable. The whole point of this form of data dissemination is to 
encourage as wide a range of future travel and interpretations as possible.

No matter what the success of a journey is taken to imply, its achievement is 
prone to the unavoidable serendipity involved in any type of displacement as well as 
the heightened risks typically associated with travel. Using data journeys as a unit 
of analysis for data practices and their outcomes helps to identify and evaluate such 
risks, including questions relating to error in the data (for instance when data are 
copied inaccurately), misappropriation, misinterpretation and loss – and the relation 
between such risks and the physical and social characteristics of data objects and 
their travelling vehicles. Gregor Halfmann’s chapter on the transformation of sam-
ples into data stresses the precarious transitions involved in datafying the environ-
ment, but also the epistemic significance of the material links between the practices 
of data collection and further data dissemination and use. Once those material links 
weaken, for instance in cases where digital data have long been stored, formatted, 
shared and manipulated through various types of databases and related software, it 
becomes imperative to establish clear benchmarks for what data are reliable in rela-
tion to specific uses – and yet, as discussed both by Parker in relation to climate 

16 See also McNally et al. (2012), Lagoze (2014), Bates et al. (2016), among others.
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science and Tempini in relation to public health, such benchmarking proves increas-
ingly challenging to design as data journeys grow in length and complexity.17

More generally, using data journeys as a theoretical framework helps to consider 
and examine the relationship between different types of data structures (their physi-
cal characteristics as mutable objects) and data functions (their prospective use as 
evidence). What types of data - and forms of data aggregation - best afford what 
interventions and interpretations? And to which extent the physical characteristics 
of data constrain possible goals and uses? Many chapters in this volume focus on 
numerical data formats and their ability to aggregate and lend themselves to compu-
tational and statistical techniques, which in turn facilitates their travel and their re- 
interpretation for many purposes. Other chapters stress how images and samples 
lend themselves to different types of manipulations, with their rich material proper-
ties making them prone to a large variety of interpretation and also, possibly, to a 
broad evidential scope. While it has long been recognised that quantification has an 
important role to play in inferential reasoning, attention to data journeys rather than 
specific instances of data highlights the epistemic role played by data traditionally 
regarded as “qualitative”.

Similar considerations apply to characteristics often associated to “big data” 
(Kitchin and McArdle 2016). Take, for instance, the idea of volume and the related 
notion of scale. Griesemer’s and Mary Morgan’s chapters both emphasise the 
importance of different kinds of data collectives and groups – such as datasets – to 
the travels of individual data points (or datums, in Morgan’s provocative terms). As 
they point out, the mining of big data often involves: the merging of datasets of dif-
fering scales and sizes, whose components were collected through diverse frame-
works; and choices about how such data collectives should be linked or otherwise 
compared are a fundamental component of data journeys. Another key property 
associated to big data is velocity, and again the study of data journeys enables ana-
lysts to interrogate this not just in relation to data production, but to the full arch of 
data mobilisation and re-purposing. What is the role of speed in data journeys? 
What impact does higher or lower speed of mobilisation have on the reliability of 
datasets, the amount of uncertainty and trustworthiness assigned to them, and the 
extent to which they can be reproducible? While the speed at which data travel may 
not matter much to their prospective re-use, the speed at which data vehicles, infra-
structures and algorithms are developed to facilitate such fast travel matters a great 
deal. Lack of investment and strategy around data travels implicitly supports a naïve 
and unrealistic view of data as “speaking for themselves”, which could compromise 
the extent to which data that have been mobilised can reliably interpreted as evi-
dence. A case in point is Koray Karaca’s data construction at CERN, where what 
constitutes a reliable and travel-worthy dataset from any one experiment (collision 
event) is decided through the automated implementation of models in a fraction of 

17 For lengthier discussions of quality assessment in distributed data systems, see Floridi and Illari 
(2014), Cai and Zhu (2015) and Leonelli (2017).
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a second, but the computational, theoretical and methodological resources that 
make such a quick decision process possible require immense foresight, adequate 
theoretical models, a highly sophisticated experimental apparatus and constant cali-
bration work. Similarly, Hoeppe illustrates cases of fast data travel in astronomy 
while also stressing the importance of explicit reflection on assumptions, norms and 
standards used during such journeys towards evaluating existing data 
interpretation.

4  The Significance of Articulating Data Challenges

Regardless of what perspective one has on the nature and roles of data, tracking data 
journeys is a fruitful methodological tool to investigate what happens to data them-
selves, rather than instruments, methods, claims, epistemic communities, reper-
toires, epistemic regimes. Attempts to follow and reconstruct data journeys are 
experiments in identifying components of research that are of direct relevance to 
data, rather than, as more usual within theory-centric approaches to knowledge 
development, considering data in order to understand theories and models. In this 
sense, we take inspiration from the infrastructural inversion articulated by Geoffrey 
Bowker and Susan Leigh Star, with its encouragement to “recognize the depths of 
interdependence of technical networks and standards, on the one hand, and the real 
work of politics and knowledge production on the other” (Bowker and Star 1999).18 
What data journeys do is place the spotlight firmly on to data themselves and the 
implications that infrastructures – among many other forces, expectations and mate-
rial settings - have on their interpretation.

I already stressed how this approach enables analysts to step beyond a rigid con-
ceptualisation of “disciplinary” knowledge spaces, communities and tools. Data are 
fascinating research components partly by virtue of their ability to transcend bound-
aries. The explosion of data journey sites reflects the disruptive power of data with 
respect to institutional and disciplinary boundaries. Data are collected, circulated 
and re-used within and beyond the scientific world, across different publics and for 
widely diverse purposes – think only of crowdsourcing and citizen science as an 
example of data crossing over various types of research and decision-making in 
both the private and the public sector. Most significantly, data travels often play an 
important role in challenging and re-shaping institutional, disciplinary and social 
boundaries, thus acting as the ultimate “boundary objects” with the ability to con-
struct, destroy and/or re-make boundaries (Star and Griesemer 1989). The approach 
is exceptionally well-suited to studying the vertiginous development of ever more 
complex data science tools and infrastructures whose interdependencies and impact 
on knowledge production require unpacking and investigation. In my own experi-
ence of studying data journeys, I found a high level of interest in my results from 

18 See also Bowker (1994) and Star and Ruhleder (1996).
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researchers and curators themselves, who are the first to acknowledge how hard it is 
for any one agent in the system to acquire an overarching view of how data travels. 
Such an overarching view is arguably impossible to achieve: data journeys, as nar-
ratives that bring together various parts of a journey and highlight its implications 
for (at least some parts of) knowledge production and society, may well constitute 
the next best thing.

By the same token, many of the advantages so far identified in the adoption of 
data journeys as a unit of analysis also constitute major challenges, at once concep-
tual and methodological, which all contributors to this volume had to face. Most 
obvious is the problem of when journeys stop. It is difficult to delimit a data journey, 
given both the variety of data uses that can derive from the publication of one data-
set, and the current explosion of digital data infrastructures. Networks of data infra-
structures and related uses can quickly become so complex as to be impossible to 
localise and track. This difficulty is compounded by the mutable and aggregate 
nature of data themselves, which makes data even more difficult to follow whenever 
they are recombined to constitute new aggregates (as discussed in Tempini’s, 
Griesemer’s and Morgan’s chapters); and the problem of identifying who counts as 
a “user” of data at different points of a data journey (is it anybody who handles the 
data, for instance, or is it only those to interpret the data for purposes associated to 
knowledge-production?).

These issues cannot be settled in any general, abstract manner. As exemplified by 
the chapters of this volume, solutions to these challenges turn out to be highly situ-
ated, and the very opportunity to clearly articulate these challenges constitutes an 
advantage of adopting data journeys as units of analysis. Nevertheless, they ended 
up taking similar forms across chapters, thus giving rise to a coherent set of meth-
odological preferences which all contributors converged upon, which I now 
briefly list:

• Questioning “fixed” locations: attention to data journeys involves purposefully 
looking beyond a specific location in time or space – whether this is conceptual-
ised as a specific project, institution, system or even research field – and ques-
tioning what defines and constitutes a situation of inquiry at every step of the 
way and in clear relation to the goals of the groups involved;

• Focusing on non-linear, multiple narratives: reflecting the non-linear nature of 
data journeys themselves and the several strands of data practice (and related 
conceptualisations, goals and skills) that may end up animating the travels of a 
single dataset;

• Utilizing detailed case studies to explore and contrast the local characteristics of 
the data practices in question, for instance through ethnographies and historical 
reconstruction, thus recognising that the devil in data journeys is in the specific 
conditions under which movement happens;

• Engaging with practitioners: because of the importance of details and of famil-
iarity with context, an embodied understanding of the skills, techniques and 
goals involved at different moment of a data journey provides a strong platform 
for interpretation and for assessing the extent to which the chosen cases act (or 
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not) as representatives for wider concerns and attitudes. The study of data 
 journeys tends to be “in medias res”, with science scholars often working along-
side, and sometimes collaboratively, with data practitioners.

• Meddling with other disciplinary lenses: all contributors to this volume worked 
from a specific disciplinary/methodological perspective and yet engaged in fre-
quent dialogue with scholars with different skills and goals (including other con-
tributors of this volume), with the aim to heighten awareness of the many 
dimensions of data journeys and their implications for conceptualizations of 
data-intensive science. While this may not amount to fully fledged interdiscipli-
narity, it does call attention to the significance of interest in a multi-disciplinary 
approach, where historical and philosophical findings inform social scientific 
studies (and vice-versa).19

• Attention to reflexivity: ways in which each author carves out case study and 
identifies data journey is itself important to explicitly discuss, since it has strong 
repercussions on analysis and it always itself dependent on the analyst’s own 
goals and vantage point. The position of the author depends partly on their own 
skills, preferences, aims and institutional position, and partly on the characteris-
tics of the groups and data uses that they investigate. Unavoidably, engagement 
with data journeys typically requires tackling and confronting these issues in 
ways that make sense given one’s interests and situation. Making one’s perspec-
tive as explicit as possible in the narration of these stories is therefore 
important.20

Taken together, these methodological commitments constitute an overarching 
approach to the study of data journeys which facilitates the identification and study 
of common challenges, while at the same time maintaining the ambiguities and 
generative tensions that virtually all scholars engaged in data studies have identified 
as constitutive of the epistemic power of data.

5  Nodes of Difference and Similarity

While the range of data practices within this volume makes it impossible to offer a 
straight comparison between cases on the basis of their disciplinary provenance, 
some topics do emerge as crucial elements of data mobility across all chapters. In 
this section, I reflect on ways in which such elements can be used as nodes to iden-
tify and reflect upon differences and similarities among data journeys.

Perhaps the most obvious one, which resonates with existing scholarship and my 
remarks so far on the laboriousness of data journeys, is the significance of cleaning 

19 I discussed the value of bringing together philosophical, historical and sociological perspectives 
to study the management of data within bioinformatics in Leonelli (2010).
20 The methodological and conceptual demand for reflexivity is discussed in most detail within 
Hoeppe’s chapter.
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and processing practices to the interpretation of data. The principles guiding data 
cleaning can change dramatically across areas, often due to the preferences devel-
oped by research communities dealing with different types of data, phenomena and 
research goals. This is illustrated in Boumans’ and Leonelli’s comparison between 
business cycle analysis in economics, where simplicity is regarded as a virtue, and 
plant phenomics in biology, where simplicity is viewed as potential oversimplifica-
tion. The tools and methods used to clean data also range widely. In the cases dis-
cussed by Tempini and by Parker, attention falls on digital means of filtering data, 
where a given data format is preferred because it is compatible with existing soft-
ware and related models. It is notable that despite pertaining to different research 
areas (environmental and climate science respectively), both examples concern situ-
ations where finding technical ways to share heterogeneous and geographically dis-
persed data is a priority. A different approach consists of identifying standards that 
can help to systematize vast amounts of data by narrowing down what counts as data 
in the first place, a phenomenon clearly illustrated by attempts to use biological, 
medical, socio-economic and environmental data for public health purposes docu-
mented in Ramsden’s, Morgan’s and Gaudillière’s and Gasnier’s chapters. Yet 
another take on data cleaning is to proritize circumstances of data use over the char-
acteristics of the data objects in and of themselves, as exemplified by Hoeppe’s 
study of what he calls “architectures of astronomical observations”; or to focus on 
the effects of data cleaning on a given audience, as illustrated by the selection of 
data points as markers of authenticity claims for artworks discussed by Rappert and 
Coopmans.

Visualisation and its power to stabilise data patterns and related interpretations 
is another theme to emerge strongly from the study of data journeys. Müller-Wille 
and Porter’s cases, both of which concern the study of inheritance to determine 
recurrence of traits (respectively taken to denote race and mental illness) in specific 
populations, illustrate how the deployment of tables to visualise data is instrumental 
towards identifying patterns through which data are organised and understood – and 
crucially, to make such patterns robust over time even to changes in the underpin-
ning datasets. Bechtel’s discussion of network diagrams in contemporary biology 
provides another case where the patterns generated by a visualisation become them-
selves data to be disseminated and interpreted, thus engendering a data journey 
where movement and reuse are dependent on the tractability and interoperability of 
visualisations rather than of original sequencing data. Another take on sequencing 
data is provided by Griesemer, who emphasises the grouping of data into datasets as 
another type of patterning obtained through visualising tools such as Excel spread-
sheets and computational interfaces, which transforms specific data ensembles into 
stable targets for investigation.

Visualisation tools play a central role in data journeys because data are often 
unwieldy and hard to amalgamate, homogenize or even coordinate. A key reason for 
this, particularly for data produced for research purposes, is that data are generated 
through instruments, techniques and methods that are finely tuned to the study of 
specific phenomena. Hence another node emerging from this volume is the relation 
between data and the world: that is, the significance of the target system and its rela-
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tions to humans. The biological world, for instance, has long been perceived as 
consisting of “endless forms most beautiful” that require tailored research 
approaches. As discussed in Halfmann’s chapter, the study of marine organisms 
tends to differ dramatically from that of trees, mammals and fungi, not to speak of 
the ubiquitous microbes whose activities intersect and underpin all other forms of 
life. This radical methodological pluralism results in myriads of data types, formats 
and labels, and resistance to overarching attempts at standardisation (as exemplified 
by Leonelli’s plant phenomics).21 The environmental sciences similarly need to 
tackle ever-transforming, unique ecosystems, and the biomedical and social sci-
ences follow suit with the additional complications brought by the looping effects 
involved in humans studying humans – such as the capacity of practices of data 
classification to change the very phenomena that they identify, as in the case of 
categories of mental illness which Ian Hacking (2007) usefully described as “inter-
active kinds”. At the same time, within these sciences the role of values and social 
priorities in guiding data production and interpretation tends to be particularly pro-
nounced, with a desire for actionable knowledge structuring the choice of strategies 
and vehicles for data journeys and sometimes resulting in adherence to narrow stan-
dards for the sake of achieving socially relevant goals (as demonstrated by the chap-
ters of the volume related to public health, including Ramsden, Gaudillière and 
Gasnier, Teira and Tempini, Morgan, and Cambrosio and colleagues). By contrast, 
the targets of natural sciences such as astronomy, physics and geology may be no 
less variable than the biological ones, but are generally perceived to be more inde-
pendent from human experience (Daston and Lunbeck 2011). The sky thus works, 
in Hoeppe’s terms, as a stable object which can be observed and re-observed across 
time; while in Koraka’s discussion, the collision events studied in particle physics 
are assumed to be representative of the behaviour of all fundamental particles, 
regardless of location and circumstances – a commitment that simplifies the process 
of data amalgamation from different runs of an experiment.

Even where the target of data are assumed to be relatively homogeneous, how-
ever, data practices can differ on the basis of the degree of entanglement perceived 
to exist between data and the instruments through which they are generated (which 
may include conceptual tools like theories and models, or material tools like mea-
suring or experimental apparatus). Within particle physics, the generation of data is 
deeply informed by theoretical models and the specificities of a highly complex 
experimental apparatus, as illustrated by Karaca’s analysis of data acquisition pro-
cedures used at CERN. Similarly, Parker discusses the data-model symbiosis char-
acterising much work in the climate sciences. It is hardly possible to thing about 
data as “raw” in such cases. The temptation to consider data as raw products of a 
situated interaction with nature arises more consistently in relation to biological and 
astronomic work, though even there the idea of ‘observing’ as a value-neutral, 
observer-independent activity is quickly dispelled. Rather than focusing on whether 

21 This in turn, somewhat paradoxically, makes it hard to estimate and research the very phenom-
enon of biodiversity (Müller-Wille 2017).

S. Leonelli



17

or not data are treated as raw documents of nature, contributors to the volume found 
it easier to examine stages of data processing and the extent to which certain traces 
are being transformed and modified in transit.22 This is where the journey metaphor 
comes in useful, highlighting the value that certain kinds of data types, format and 
related practices of management and processing of data objects have, and how it can 
differ across communities and stages of travel. The question of “what constitutes 
raw data?” becomes “what typologies of data processing are there, and what do they 
achieve within different types of inquiry?”

The relation between data and materials such as samples, specimens and prepara-
tions deserves a special mention here, partly because it has attracted less attention than 
other aspects (both in the sciences and in science studies), but also because this is where 
we find some of the starkest discipline-related differences between data journeys. For 
archaeologists, for instance, materials are crucial anchors for inquiry, made even more 
important by their scarcity. Within the biological and biomedical sciences, samples are 
hard to obtain once data have been digitised and shared via databases. Even in cases 
where they are collected (such as biobanks, natural history museums or seed banks), 
samples are depletable and thus hard to access and reuse – and of course living organ-
isms develop and evolve, making it hard to stabilise their characteristics so that they can 
act as a fixed reference point. Within social sciences such as economics and sociology, 
it is even harder to hold on to a material sample as populations are constantly 
transformed.

The management of change and temporality within and beyond data infrastruc-
tures can itself be considered as a node in the analysis and comparison of data 
journeys. We discussed how data are transformed through mobilisation, and how the 
target systems which data are supposed to document are also constantly changing. 
Notably, change in data and their use as evidence is separate and often disconnected 
from change in target systems. In other words, the processual nature of data as lin-
eages is out of step with the processual nature of the entities that data are supposed 
to document: “data time” is not the same as “phenomena time” (Griesemer and 
Yamashita 2002, Leonelli 2018b). This mismatch can be highlighted or downplayed 
when ordering, visualizing and interpreting data as representations of specific phe-
nomena – that is, when developing data infrastructures, data mining algorithms and 
models. This is a problem for (automated and complex) systems for big data analy-
sis, where situated assessment of data provenance and the specific date on which 
data were originally collected is often unfeasible or side-stepped (Shavit and 
Griesemer 2009; Leonelli and Tempini 2018). The vast majority of data infrastruc-
tures and mining tools assume a static definition of knowledgebase, with no sys-
temic provisions made for capturing change in target systems or in the data 
themselves. The reification processes involved here prove particularly pernicious 
when producing visualisations of data that build on each other at increasing levels 
of abstraction, as in the case of networks where creating links can be relatively 
simple but can make looking ‘back’ to the relation between networks and target 
systems fiendishly difficult.

22 On the tracking of traces, see Rheinberger (2011).
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All these considerations point to a final node of difference and similarity across 
data journeys, which is the grounds on which those involved grant legitimacy and 
trustworthiness to the data. This is where the cases within the volume show perhaps 
the greatest degree of variety, with multiple norms and concerns emerging in rela-
tion to different data uses. Wylie shows how belief in archaeological data can be 
warranted through frequent reanalysis of materials and triangulation of existing data 
with data obtained through new instruments and methods. The cases of Müller- 
Wille, Porter and Bechtel show visualisation tools adding legitimacy and longevity 
to biological data that would otherwise be highly contested, while Ramsden shows 
the links between the adoption of standards, the portability of the data and the 
degree to which they are accepted and used as grounds for public health decisions. 
Attitudes to data ownership, governance and authorship can also contribute to eval-
uations of data credibility, with concerns around ethics and security playing a par-
ticularly strong role in the travels of sensitive personal data (as shown in Teira and 
Tempini’s discussion of the different roles that government may take in regulating 
the dissemination and reuse of medical records). The ways in which data journeys 
themselves are institutionalised, and the status of institutions themselves, are of 
course crucial to assessments of trustworthiness. Data regimes become reified and 
actualised through different types of platforms (Keating and Cambrosio 2003), rep-
ertoires (Ankeny and Leonelli 2016), market structures (Sunder Rajan 2016) and 
moral economies (Daston 1995, Pestre 2003, Strasser 2011), which shape the vari-
ous ways in which data are valued, including their role as sources of evidence.

6  Conclusion: Why Study Data Journeys?

The approach to data journeys that I sketched here helps to trace the relations 
between the goals guiding different types of data use and the methodological, epis-
temic, cultural and political commitments favoured within those situations as they 
develop and transform over time. This may not be as satisfactory as a straightfor-
ward list of components essential to all data journeys or universal conditions under 
which data are likely to be reused – but the experiences of authors researching data 
movements, within and beyond this volume, indicate that such a straightforward list 
may not exist. This finding chimes with the failure of scientific attempts to find 
universal standards and guidelines for data interoperability and reuse, which resulted 
in the top global organisations focusing on data curation and dissemination (includ-
ing the Research Data Alliance, CODATA, the European Open Science Cloud and 
the Digital Data Curation Centre) backing a discipline-specific approach, within 
which diversity in epistemic cultures is taken as the starting point for devising data 
management practices, rather than as an obstacle to overcome to make data travel. 
The studies contained in this volume point to a yet more radical approach: rather 
than discipline-specific, the communalities and differences in data journeys emerge 
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as use-specific, and thus dependent on the goals, commitments and tools available 
to those seeking to extract meaning from data within specific situations.

It could be objected that the focus on data journeys as units of analysis, being so 
strongly steeped in history, necessarily constitutes a “a posteriori” view of what 
already happened, which cannot provide insight into current and future events - par-
ticularly given the unpredictability of journeys themselves. It is not a coincidence 
that the best examples of data re-use in this volume come from historical work from 
the nineteenth and twentieth century. For the more contemporary data journeys 
documented in this volume, most of which are still ongoing, it may even be too soon 
to tell about re-use. This should not come as a surprise, given the deep link between 
the epistemic value of data and their mobility. When conceptualising data them-
selves as mutable mobiles, data management and use are by definition moving tar-
gets, and any attempt to narrate data use necessarily turns away from its present 
dynamics. This does not mean that the study of data journeys cannot offer lessons 
for the future. Quite the opposite: this approach provides a way to pose the funda-
mental normative question, “what are data journeys good for?”

Asking this question is crucial at a time in which reliance on the “power of big 
data” permeates public discourse. The possibility to bring lots of data together is 
often hailed as a force for good, capable of revolutionizing the third sector (for 
instance through the personalisation of service provision) and fixing virtually any 
social and environmental problem, ranging from pollution to inequality. Focusing 
on the challenges and strictures of data travel is an excellent antidote to such hype. 
Understanding the conditions under which data come to be used, including the vari-
ous stages and processes through which that use is made possible, shines a light on 
the costs and opportunities involved in data mobility. Data journeys need to be 
reconstructed and studied with equal attention to technical and to social aspects, 
thus displaying the extent to which value judgements and financial incentives inter-
sect with scientific goals and technological innovation. This is key to contemporary 
debates around data storage, protection, security and use, as well as the meaning of 
openness and fairness in information sharing and the development of artificial intel-
ligence. How are big (and small) data transformed into scientific knowledge, with 
what implications, and how can the reliability of such knowledge be assessed?23 
Who do data journeys benefit and who do they damage, when and how? Answering 
these questions requires delving in both the technical and the social worlds of data, 
thus identifying conceptual and material commitments and their repercussions in 
terms of who is included, excluded or ignored by such knowledge-making pro-
cesses. By embodying this type of analysis, this volume exemplifies the value of 
bringing scholarship from history, philosophy and social studies of science to bear 
on issues of central concern to contemporary science and science policy.

23 On the social challenges posed by the use of big data, see for instance the seminal work of dana 
boyd (e.g. 2012).
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credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.
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